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Highlights

e Learn how to Troubleshoot Subnet Connectivity Issues in East-West direction
e Learn how to Quickly Resolve Network Problems for Virtual Machine Latency between Subnets

e Learn how to Replicate, Forward, and Capture Subnet Traffic for Forensic Analysis

Introduction

This Application Note steps you through how to instrument public cloud infrastructure for network
visibility to reduce the number and duration of service outages and disruptions. You will see how to
investigate and solve multiple operational use cases, subnet connectivity issues, virtual machine
latencies between subnets, and captured subnet traffic for detailed forensic analysis. The examples in
this document use a Microsoft Azure environment.

Monitoring Cloud Infrastructure Intra East-West Traffic

You need continuous and detailed network-centric visibility to gain cloud network performance metrics.
Further instrumentation is required in the cloud environments to provide agentless packet data capture
and off-load replication services from the production workloads. Network virtual appliances and
Gateway Load Balancer (GWLB) services are available to provide insights into the production network
packets. These network visibility services ensure that packets are replicated and delivered to the correct
security tools, network performance monitoring tools, and dashboards that are key to effective
troubleshooting and helping to reduce service outages.

Agentless Subnet Monitoring

The cCloud Visibility Suite is built for public multi-cloud infrastructure with out-of-the-box support for
Amazon Web Services, Microsoft Azure, and Google Cloud. The suite is an integrated set of components
that perform packet acquisition, replication, forwarding, packet capture-to-storage, and analytics.
Altogether the suite provides vital visibility for cloud infrastructure without the management overhead
and additional security risks of placing agents or probes into the production workload host, virtual
machine (VM), or application layer.
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The cCloud Visibility Suite consists of these components:

cClear®-V Analytics Engine that provides network health, traffic analytics, visualizations, and alerts
cStor®-V Virtualized Network Packet Capture and Storage including PCAP retrieval and forensics

cVu®-V Virtualized Network Packet Broker including packet data acquisition, replication, forwarding,
and delivery to analytics, tools, and dashboards

Figure-1 below shows an example of a simple Microsoft Azure environment for subnet monitoring using
the suite’s virtual appliances for network visibility. Two subnets, “Prod” and “Default” have been created
to simulate production East-West traffic with a separate subnet “monitoring” for the tool’s infrastructure.

The traffic is routed via User Defined Routes using the Azure Route Table between the subnets. The
virtualized network packet brokers provide replication and forwarding services to all packets passing
through the Azure Load Balancer. The virtualized packet capture appliance routes packets to storage
for historic forensics, replay, and exporting as streams and PCAP files.
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Figure-1 — Cloud Subnet Monitoring Lab Setup Example
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You must first have a cloud environment configured and running before deploying any cCloud Visibility
Suite components, and set up the following essential functional system prerequisites:

- Access

o SSH keys
- Storage

o Resource location created for target VMs

o Access to cPacket Networks cCloud Visibility Suite vAppliances
- Networking

o Monitoring Subnet (recommended for tools)
Understanding of network topology for routing
Route Table configuration
Subnet routing must be set up and working
Security Policy

o O O O

Figure-2 shows an example configuration view from the Microsoft Azure Portal:
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Figure-2 — Microsoft Azure Portal Dashboard View
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Figure-3 shows a cClear-V TCP Health Level 1 dashboard view of the environment’s Subnet segments
Prod, Default, and Monitoring before generating and injecting network traffic. The Key Performance
Indicators (KPIs) in this example are green, indicating that everything monitored is operating normally.
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Figure-3 — Dashboard showing TCP Health Level 1 with Normal Operational Status

Use Cases

1 - Isolating Subnet Connectivity (East-West)

Description: — An unknown issue is reported in lab-east2-vnet/default (refer to Figure-1)
Simulation: — Source Host 10.3.0.4 in subnet lab-east2-vnet/prod

— Traffic Type Flooding http on port 8080

— Destination Host 10.3.1.4 in subnet lab-east2-vnet/default
IT Operational Response: — Need to see network health information, including visualizations of TCP

Analytics for the subnet traffic over the last 30-minutes

Workflow: — Directly login to the cClear-V virtual appliance and choose the Network
Health Overview dashboard
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Select the cClear-V dashboard Network Health Overview for a summary view of all Lab traffic. Figure-4
shows that the “New Sessions” KPI has 58268 open sessions. The red status is a visual alert. Click on
the Lab network row to drill down to review the subnets details.

B8 cPacket / Network Health Overview # «¢ ® (=] (@ Last 30 minutes

—

= Network Monitor Health Dashboards

Figure-4 — Network Health Overview Dashboard

Next, Figure-5 shows the cClear-V TCP Health Level 1 dashboard and each row representing each
network segment. Prod and Default subnets show the “New Sessions” KPI and are triggered red, with
the Monitoring segment displaying minor counters (orange). Click on the red default New Sessions box
for further details
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Figure-5 — TCP Health Level 1 Dashboard
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Figure-6 below shows the cClear-V Syn Metrics Network Monitor Level 2 dashboard with details for
the “New Sessions by Server” highlighted in red, the destination host IP 10.3.0.4, and the port number
8080 indicating the New Sessions Application.
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Figure-6 — Network Health Overview Dashboard
Outcome: In this use case, the operator used dashboards presented by the cClear-V Analytics Engine

to gain the insights with just a few clicks to isolate the network segment with the issue, the
IP addresses involved, and the destination port of the traffic.

2 — Determining Virtual Machine Latency between Subnets

Description: — A latency issue is reported in lab-east2-vnet/default subnet (refer to Figure 1)
Simulation: — Source host 10.3.0.4 in subnet lab-east2-vnet/prod

— Traffic Type Latency impairment injection

— Destination host 10.3.1.4 in subnet lab-east2-vnet/default

IT Operational Response: — Network Health and TCP Analytics for Latency over the previous 1-hour

Workflow: — Directly login to the cClear-V virtual appliance and choose the Network
Health Overview dashboard
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Figure-7 shows the cClear-V Network Health Overview dashboard in a normal status before inserting
traffic. Note: The Round-Trip Time (RTT) latency displays 352 microseconds!
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Figure-7 — Network Health Overview Dashboard

Figure-8 shows the cClear-V Network Health Overview Dashboard after generating traffic and a 6.08ms
RTT using the last 5-minute sample.
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Figure-8 — Network Health Overview Dashboard

Clicking on the KPI RTT will launch the cClear-V Network Health Level 1 dashboard shown in Figure-9
with the RTT approximately 6ms in the “Default” and “Prod” network segments.
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Figure-9 — Network Health Overview Dashboard
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Clicking on the RTT will launch the cClear-V Latency Network Monitor Level 2 dashboard shown in
Figure-10. This visualization shows the two network devices involved in the connectivity. While the
average latency reported is 4-5ms, the trending graph over the previous hour displays a maximum RTT
of 76ms, peaking at 01:17 pm over a 10-minute period. The IP address of 10.3.1.4 is the server of the
source impairment injection, with 10.3.0.4 the target webserver responding to HTTP requests.
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Figure-10 — Network Health Overview Dashboard
Outcome: In this use case, the operator used dashboards presented by the cClear-V Analytics Engine

to gain the insights with just a few clicks to review the RTT data for the immediately
preceding hour and discover when specific hosts were impacted by latency in the
network.

9 | Application Note

Troubleshooting Cloud Subnet Traffic with cCloud™ Visibility Suite




3 — Capturing Subnet Traffic for detailed Forensic Analysis

Description: — An issue is reported in lab-east2-vnet/prod including approximate time
(Refer to Figure 1)

Simulation: — Source host 10.3.0.4 in subnet lab-east2-vnet/prod
— Traffic Type Flooding http on port 8080
— Destination host 10.3.1.4 in subnet lab-east2-vnet/default

IT Operational Response: — The subnet packets for the last 2 minutes from 12:30 pm are needed

Workflow: — Directly login to the cStor-V virtual appliance, group packets for the
timeframe needed, export as a PCAP file, and analyze using Wireshark

Select the “Data Capture” tab and chose your options:

Time Selection Mode: Start/End
Start: 2022-01-26 12:30:00
Stop: 2022-01-26 12:32:00
Download Size: Limited
Maximum Download Size: 10MB (first)
cVu Port Filter: default
Filter Type: Fast (all packets)
Fast Filter: default
Select Start Download
G’ cp_:_u;l_ggy cStor Data Capture Admin cpacket (admin)~ @

Time Selection Mode: ‘Window ' StartVEnd

Start:  2022-01-26 12:30:00 MT-0500 I End: 2022-01-26 12:32:00 ‘MT—0500

Selected: 2m 5s - approx. 860.92 MB

Download Size: All Data \r Limitea | Maximum Download Size: [10.00 M8 |

Filter Advanced
Vu Port Fiiter:
Filter Type? [TFast ] BPF
)
Fast Filter: IPV4 or IPV6 address -+
%) Capture Data Rate: 161.95 Mbit/s PPS: 178,124 EPs: 7 CPS: 0 (0) Active Sessions: 65,589

Figure-11 — Analysis of Captured Packets
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Click on “Start Download” to transfer the PCAP file to your local computer. After the transfer is
completed, open it into Wireshark for analysis. Figure-12 shows Wireshark displaying the traffic with the
source address 10.3.1.4 generating HTTP traffic to port 8080 on destination 10.3.0.4.

M cstor_10.13.0.5_from_Jan-26_2022_17_30_10_to_lan-26_2022_1 7.32_15_gmt.pcap - [m] X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
amze PREBRe»=F R SEQaQaqH
A Aoply a display fiter __ <Ctrl-/> B )+
‘0. Time Source Destination Protocol  Length Info A
r {1 e.cec000000 10.3.1.4 10.3.0.4 TcP 60 57613 » 8080 [<None>] Seq=1 Win=512 Len=0
: 2 0.000013113 10.3.1.4 10.3.0.4 TP 60 57626 + 8080 [<None>] Seq=1 Win=512 Len=0
3 0.000014067 10.3.1.4 10.3.0.4 TP 60 57535 » 8080 [<None>] Seq=1 Win=512 Len=@
4.0.000015974 10.3.1.4 10.3.0.4 TP 60 57541 » 8080 [<None>] Seq=1 Win=512 Len=@
5 0.000015974 10.3.1.4 10.3.0.4 TP 60 57556 » 8080 [<None>] Seq=1 Win=512 Len=@
6 0.000015974 10.3.1.4 10.3.0.4 TP 60 57564 » 8080 [<None>] Seq=1 Win=512 Len=@
7 0.000015974 10.3.1.4 10.3.0.4 TP 60 57584 » 8080 [<None>] Seq=1 Win=512 Len=@
8 0.000015974 10.3.1.4 10.3.0.4 TP 60 57596 + 8080 [<None>] Seq=1 Win=512 Len=@
9 0.000015974 10.3.1.4 10.3.0.4 Tcp 60 57606 + 8080 [<None>] Seq=1 Win=512 Len=0
10 0.000015974 10.3.1.4 10.3.0.4 Tcp 60 57599 + 8080 [<None>] Seq=1 Win=512 Len=0
11 0.000024080 10.3.1.4 10.3.0.4 Tcp 60 57575 + 8080 [<None>] Seq=1 Win=512 Len=0
12 0.000024080 10.3.1.4 l10.3.0.4 TCcP 60 57604 » 8080 [<None>] Seq=1 Win=512 Len=@
13 0.000030994 10.3.1.4 10.3.0.4 (< 60 57616 » 8080 [<None>] Seq=1 Win=512 Len=0
14 0.000034094 10.3.1.4 10.3.0.4 TP 60 57624 » 8080 [<None>] Seq=1 Win=512 Len=@
15 0.000056028  10.3.1.4 10.3.0.4 TP 60 57619 » 8080 [<None>] Seq=1 Win=512 Len=@
16 0.000056028 10.3.1.4 10.3.0.4 TP 60 57609 » 8080 [<None>] Seq=1 Win=512 Len=@
17 0.000060081  10.3.1.4 10.3.0.4 TP 60 57620 » 8080 [<None>] Seq=1 Win=512 Len=@
18 0.000106096  10.3.1.4 10.3.0.4 TP 60 57598 + 8080 [<None>] Seq=1 Win=512 Len=@
19 0.000106096  10.3.1.4 10.3.0.4 TP 60 57611 + 8080 [<None>] Seq=1 Win=512 Len=0
20 0.000106096  10.3.1.4 10.3.0.4 Tcp 60 57623 + 8080 [<None>] Seq=1 Win=512 Len=0
21 0.000106096  10.3.1.4 10.3.0.4 Tcp 60 57621 + 8080 [<None>] Seq=1 Win=512 Len=0
22 0.000107050 10.3.1.4 10.3.0.4 Tcp 60 57625 + 8080 [<None>] Seq=1 Win=512 Len=0
23 0.000117063  10.3.1.4 10.3.0.4 e 60 57627 + 8080 [<None>] Seq=1 Win=512 Len=0
24 0.000117063  10.3.1.4 10.3.0.4 (< 60 57603 + 8080 [<None>] Seq=1 Win=512 Len=@
25 0.000117063  10.3.1.4 10.3.0.4 TP 60 57600 + 8080 [<None>] Seq=1 Win=512 Len=@
26 0.000137091  10.3.1.4 10.3.0.4 TP 60 57615 » 8080 [<None>] Seq=1 Win=512 Len=0
27 0.000139952  10.3.1.4 10.3.0.4 TP 60 57633 » 8080 [<None>] Seq=1 Win=512 Len=@
28 0.000147104  10.3.1.4 10.3.0.4 TP 60 57632 + 8080 [<None>] Seq=1 Win=512 Len=@
29 0.000190020 10.3.1.4 10.3.0.4 TP 60 57628 + 8080 [<None>] Seq=1 Win=512 Len=0
30 0.000190020 10.3.1.4 10.3.0.4 TP 60 57652 + 8080 [<None>] Seq=1 Win=512 Len=@ e
P - st pap Do b e N y
> Frame 1: 60 bytes on wire (480 bits), 60 bytes captured (480 bits)
> Ethernet II, Src: Microsof_4e:a6:6e (00:22:48:4e:a6:6e), Dst: Microsof_7d:f6:2c (60:45:bd:7d:f6:2c)
> Internet Protocol Version 4, Src: 10.3.1.4, Dst: 10.3.0.4
> Transmission Control Protocol, Src Port: 57613, Dst Port: 8080, Seq: 1, Len: @
60 45 bd 7d 6 2c 00 22 43 4e a6 6e 08 00 45 00 E-}, " HN-n E ~
00 28 7f c9 00 00 40 06 _eS f9 02 03 01 04 02 03 (.- v
O 7 cstor_10.13.0.5_from_Jan-26_2022_17_30_10_to_Jan-26_2022_17_32_15_gmt.pcap || Packets: 137836 - Displayed: 137836 (100.0%) || Profile: Default
Figure-12— cStor-V PCAP for Forensic Analysis
Outcome: In this use case, the operator selected, grouped, and exported a specific set of captured

packets as a PCAP file for analysis using Wireshark. The analysis shows the source 10.3.1.4
generating HTTP traffic on port 8080 to the destination IP 10.3.0.4
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Summary for Cloud Subnet Monitoring

This document showed three common use cases where monitoring subnet traffic using the cCloud"
Visibility Suite helps you quickly isolate issues and troubleshoot their causes by analyzing streamed and
stored network packets acquired from subnet traffic. These common use cases often result in service
outages, poor end-user experiences, and lost productivity. In the first two use cases, the issues and their
root causes were determined using the cCloud Visibility Suite network visualizations and dashboards.
The third case showed how to directly access the data from the packet capture store for forensic analysis
to determine the root cause.

Related Information:
cPacket Intelligent Observability Platform for Azure — Solution Brief

cPacket powers hybrid-cloud observability through its Intelligent Observability Platform. It reduces service outages through network-
centric application analysis, strengthens cyber security through high-resolution network data for threat detection, and accelerates
incident response through network forensic analysis. The result is increased service agility, experience assurance, and transactional
velocity for the business. Find out more at www.cpacket.com.
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